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HIGHS & LOWS OF AI
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MIND OR BRAIN?

Automated Theorem Proving

(Davis, 1954; Robinson, 1965)

Artificial Neural Networks

(McCulloch & Pitts,  1943; 
Rosenblatt, 1958)
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OPAQUE OR TRANSPARENT?

Black-box systems White-box systems

• Data-driven

• Biased

• Subsymbolic

• Model-driven

• Explainable

• Symbolic
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(e.g., deep learning) (e.g., logical reasoning)
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AI PARADIGMS
Source: “Combining Data-Driven and Knowledge-Based AI Paradigms for 
Engineering AI-Based Safety-Critical Systems” 

https://ceur-ws.org/Vol-3087/paper_40.pdf
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AN 
EXAMPLE: 

HOW TO 
RECOGNIZE 
AN ARCH?
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• Data-driven: Deep learning from tons 
of images of arches

• Model-driven: Automated reasoning 
from a structured knowledge 
representation of the concept of arch 
(e.g., one horizontal element on top of 
two vertical elements) 

• Hybrid: Symbolic learning from 
structured representations of arches 

Prof. Francesca A. Lisi – Dept. Computer Science, University of Bari Aldo Moro, Italy



AI IN DECISION MAKING
Should we rely on data? Should we rely on models?
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THE VICIOUS 
CIRCLE OF 
BIASES

Prejudice

(emotion)

Discrimination
(behaviour)

Stereotype
(cognition)
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RISKY AI 
APPLICATIONS
Predictive justice
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RISKY AI 
APPLICATIONS
Personnel recruiting
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RISKY AI APPLICATIONS

Machine translation
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Face recognition
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BIAS IN DATA-DRIVEN AI
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Source: 
«Bias in data-driven artificial intelligence systems—An introductory survey»

https://wires.onlinelibrary.wiley.com/doi/full/10.1002/widm.1356
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BIAS MITIGATION IN AI

Data debiasing

• Corrective actions on 
data, e.g. on image 
datasets used in CV

Model debiasing

• Corrective actions on the 
model, e.g. on word 
embeddings used in NLP
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THE PROJECT
GENDER SHADES
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• Contrast to intersectional bias

• Delivery of a dataset representative of the wide 
variety of human faces
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TRUSTWORTHY AI
Ethics and Law for trustable AI applications

16Prof. Francesca A. Lisi – Dept. Computer Science, University of Bari Aldo Moro



TRUSTWORTHY AI

1) lawful, complying with 
all applicable laws and 
regulations

2) ethical, ensuring 
adherence to ethical 
principles and values

3) robust, both from a 
technical and social 
perspective since, 
even with good 
intentions, AI systems 
can cause 
unintentional harm.
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TRUSTWORTHY
AI: 

REQUIREMENTS

human agency and oversight

technical robustness and safety

privacy and data governance

transparency

diversity, non-discrimination and fairness

environmental and societal well-being

accountability
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THE MANY FACETS OF 
DIVERSITY
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• race

• ethnicity

• gender

• age

• religion

• disability

• sexual orientation

• socioeconomic status

• cultural background
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FAIRNESS AND ITS
PARADOXES
Algorithms should
incorporate principles such
as equality and equity

Note that equality =/= equity
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TRUSTWORTHY
AI: 

REQUIREMENTS

human agency and oversight

technical robustness and safety

privacy and data governance

transparency

diversity, non-discrimination and fairness

environmental and societal well-being

accountability
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TRANSPARENCY

• Traceability mechanisms can help achieving this for 
both the data, the system and the AI business models. 

• AI systems and their decisions should be explained in a 
manner adapted to the stakeholder concerned. 

• Humans need to be aware that they are interacting 
with an AI system, and must be informed of the system’s 
capabilities and limitations.
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AI & THE RIGHT TO AN 
EXPLANATION
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Author and Copyright: Anand Rao, Global Artificial Intelligence Lead, PWC, via 
towardsdatascience.com
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A RISK-BASED APPROACH TO AI
Rules aimed at the promotion of human-centric and trustworthy AI, and the 
protection of the health, safety, fundamental rights and democracy from  
harmful effects of AI.
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AI ACT

• Once approved, it will be the first law on AI by a major 
regulator anywhere!

• On Wednesday June 14th, the European Parliament adopted its negotiating 
position on the AI Act with 499 votes in favour, 28 against and 93 abstentions 
ahead of talks with EU member states on the final shape of the law. 

• Bans on real-time biometric surveillance, emotion 
recognition, predictive policing AI systems

• Tailor-made regimes for general-purpose AI and 
foundation models like GPT (Generative Pre-trained 
Transformer)

• The right to make complaints about AI systems
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RISK OF MASS SURVEILLANCE
The new rules would ban AI systems for social scoring, biometric categorisation
and emotion recognition
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GENERAL-PURPOSE AI

• Providers must guarantee robust protection of 
fundamental rights, health and safety and the 
environment, democracy and rule of law. 

• Compliance with additional transparency 
requirements, like:

• disclosing that the content was generated by AI, 

• designing the model to prevent it from generating illegal 
content and

• publishing summaries of copyrighted data used for 
training.
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FUTURE AI RESEARCH
What are the challenges? 

In which domains? 
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HYPE CYCLE
FOR AI
The AI innovations on the 
Hype Cycle reflect 
complementary and 
sometimes conflicting 
priorities across four main 
categories:

• data-centric AI;

• model-centric AI;

• applications-centric AI; 

• human-centric AI.
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DIGITAL FORENSICS

• Focus on the phase of Evidence Analysis:

• Examination and aggregation of evidence, collected 
from various electronic devices, about crimes and 
criminals in order to reconstruct events, event sequences 
and scenarios related to a crime.

• Results are then made available to law enforcement, 
investigators, intelligence agencies, public prosecutors, 
lawyers and judges
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EVIDENCE 
ANALYSIS:

CHALLENGES 
FOR AI

Prof. Francesca A. Lisi – Dept. Computer Science, University 
of Bari Aldo Moro, Italy

FRAGMENTED 
KNOWLEDGE

COMPLEX SCENARIOS 
(SPACE, TIME, CAUSALITY, 

UNCERTAINTY, ETC.)

BIG DATA TRANSPARENCY AND 
EXPLAINABILITY



COST Action CA17124: “Digital Forensics: Evidence 
Analysis via Intelligent Systems and Practices” 

• Formal and verifiable AI methods and techniques for 
Evidence Analysis [Costantini et al., 2019b]

• Preference for logic-based AI methods for explainability
reasons, e.g., nonmonotonic reasoning with Answer Set 
Programming (ASP) [Costantini et al., 2019a]

• Several interesting problems, e.g., phone call analysis
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MOBILE PHONE RECORDS
Four excel files with structure (type, caller, callee, street, time, duration, date)
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SEQUENCE MINING 
IN PHONE CALLS 
WITH ASP

Pre-processing: From records to 
communication sequences

ASP encoding of the data and the 
problem

Declarative pattern mining:

Use of a solver to find frequent patterns 
(answers are solutions)

35

Prof. Francesca A. Lisi – Dept. Computer Science, University of Bari Aldo Moro, Italy



36

Prof. Francesca A. Lisi – Dept. Computer Science, University of Bari Aldo Moro, Italy



Spoke 6: “Symbiotic AI” (led by University of Bari) - 2023

• Symbiotic AI (SAI) aims to boost human-machine 
collaboration by augmenting human cognitive abilities 
rather than replacing them. 

• Main scientific question: to design AI systems according 
to a human-centered  approach,  as  developed  
within  the  Human-Computer  Interaction  (HCI)  
community,  in order to foster human-AI symbiosis. 

• In particular, how  to  improve  the  understandability, 
acceptability and sustainability of SAI  systems?  
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ETHICAL
CONCERNS OF 
CHATBOTS
• Trust and Transparency

• Privacy

• Agent Persona

• Anthropomorphism 
and

• Sexualization
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AN EXAMPLE IN 
CUSTOMER SERVICE
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A CUSTOMER CONTACTS 

THE CUSTOMER SERVICE 

OF SOME COMPANY 

ASKING FOR A 

PARTICULAR PRODUCT OF 

THE COMPANY. 

THE EMPLOYEE ILLUSTRATES 

THE PRODUCT 

CHARACTERISTICS AND 

TRIES TO CONVINCE THE 

CUSTOMER TO BUY THE 

PRODUCT.

(S)HE MENTIONS THAT THE 

PRODUCT IS 

ENVIRONMENTALLY 

FRIENDLY (WHICH IS 

IRRELEVANT IN THIS CASE), 

AND THIS IS AN 

ADVANTAGE OF THEIR 

PRODUCT OVER 

ANALOGOUS PRODUCTS 

FROM OTHER COMPANIES.

IS IT ETHICAL FOR THE 

EMPLOYEE TO SAY THAT?
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ETHICS OF 
DIALOGUES IN 
AI-BASED CHATBOTS
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LEARNING & REASONING

• Integrating learning and reasoning constitutes one of 
the key open questions in AI

• It holds the potential of addressing many of the 
shortcomings of contemporary AI approaches, e.g.

• the black-box nature and the brittleness of deep learning

• the difficulty to revise knowledge bases in the light of new 
data. 

• It calls for approaches that combine knowledge 
representation and automated reasoning techniques 
with algorithms from the fields of neural, statistical and 
relational learning.
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THANKS FOR THE ATTENTION
Prof. Francesca A. Lisi

Dipartimento di Informatica

Università degli Studi di Bari «Aldo Moro»

francesca.lisi@uniba.it
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